The EU AI Act: A pioneering effort to regulate frontier AI?
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Abstract The emergence of increasingly capable artificial intelligence (AI) systems has raised concerns about the potential extreme risks associated with them. The issue has drawn substantial attention in academic literature and compelled legislators of regulatory frameworks like the European Union AI Act (AIA) to readapt them to the new paradigm. This paper examines whether the European Parliament’s draft of the AIA constitutes an appropriate approach to address the risks derived from frontier models. In particular, we discuss whether the AIA reflects the policy needs diagnosed by recent literature and determine if the requirements falling on providers of foundation models are appropriate, sufficient, and durable. We find that the provisions are generally adequate, but insufficiently defined in some areas and lacking in others. Finally, the AIA is characterized as an evolving framework whose durability will depend on the institutions’ ability to adapt to future progress.
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1 Introduction

Artificial intelligence (AI) has progressed significantly in the past years due to advances in machine learning [1] and the growth of the computing power used to train AI systems [2]. One of the most remarkable demonstrations of this evolution has been the creation of large models with unprecedented capabilities, such as mastering natural language. This paper refers to these emerging systems as frontier models.

Anderljung et al. [3] define frontier models as “highly capable foundation models that could possess dangerous capabilities sufficient to pose severe risks to public safety”. For their part, Shevlane et al. [4] describe them as those models “close to, or exceeding, the average capabilities of most capable existing models, and different from other models, either in terms of scale, design, or their resulting mix of capabilities and behaviours”. Several industry leaders have also focused their governance efforts on frontier models, which they define as “large-scale machine-learning models that exceed the capabilities currently present in the most advanced existing models, and can perform a wide variety of tasks” [5].
Frontier models hold the promise of immense societal impact, both positive and negative. On the one hand, current AI models could raise global GDP by 7% [6] and enable 134 out of 169 targets across all Sustainable Development Goals, by making education more accessible, supporting the provision of essential goods and services, or underpinning a more efficient use of resources, among others [7]. AI has also contributed to scientific breakthroughs such as solving the protein-folding problem [8], controlling tokamak plasmas [9], and discovering antibiotics against pathogens with multidrug resistance [10]. Current and future frontier models are only expected to untap an even greater potential.

Notwithstanding, the list of risks is also large and requires great care [11]. In that regard, frontier models already possess dangerous capabilities that can be exploited by malicious actors [12]. This includes threats such as the enhancement of cyber-offenses [13] [14], the manipulation of humans [15] [16], or the development of biological and chemical weapons [17] [18]. Even more worryingly, future AI systems could act autonomously and inflict unintended damage if their behavior is not aligned with human values and goals [19] [20] [21].

Accordingly, an increasing number of actors have pushed for the creation of regulatory frameworks that address the challenges posed by AI. One of the most significant initiatives is the European Union’s Artificial Intelligence Act (AIA), initially proposed by the European Commission in 2021 [22]. At the date of publication of this paper, both the Council of the EU [23] and the European Parliament (EP) [24] have adopted their own positions on the regulation and are negotiating the definitive outcome. This paper focuses on the EP’s draft, published in May 2023, because it is the most recent public version. As such, some of its proposed provisions have become a central topic of debate among EU institutions.

The relevance of this work is two-fold. First, through the so-called “Brussels effect”, the AIA could diffuse to the rest of the world if the EU leverages its ability to influence global governance through its market power, which incentivizes both EU and non-EU companies to make EU-compliant products and preserve customers [25]. Second, as the first comprehensive regulatory framework on AI, the AIA could possess high information value, as it will constitute a relevant experience to learn from and possibly serve as an archetype to inspire future legislation elsewhere.

The rest of this paper is divided into five sections. First, we provide an overview of the main policies for frontier models proposed in academic literature. Second, we identify the main requirements set in the EP’s draft for providers of foundation models. Third, we analyze how these obligations interact with the frameworks proposed in the literature. Fourth, we discuss how future-proof the AIA might be by considering the possibilities to update it. And fifth, we finish with a conclusion that wraps up the main findings.

2 Theoretical proposals to regulate frontier AI models

The proliferation of frontier models has been responded to by calls for greater governance efforts, which has translated into a rapidly growing body of literature. In this section, we provide an overview of the most discussed proposals, roughly divided into reporting mechanisms, assessment methods, and post-deployment control.

An important first step for effective governance is regulatory visibility, that is, identifying and addressing the appropriate regulatory targets by having a strong understanding of the technological ecosystem [3]. In this context, computational resources are often considered a useful node for AI governance. Since there is a strong correlation between the amount of compute used for training and the capabilities of the resulting model [26], detecting where large amounts of compute are being used may enable governments to develop early awareness of which actors are likely to be developing and deploying highly capable systems [27]. This could be possible if developers report their training resources or if regulators monitor training runs or even the semiconductor supply chain [28]. Ultimately, the most resource-intensive models could be subject to especially stringent policies such as audits, risk management systems, and post-deployment safeguards.

Auditing is “a structured process by which an organization’s present or past behavior is assessed for consistency with relevant principles, regulations, or norms”, and it has been used extensively in industries such as finance and air travel [29]. In order to avoid biases and conflicts of interests, experts usually recommend that these processes be carried out by a third party [30] or an internal audit team that is organizationally independent from senior management [31].

To adapt audits to AI, Mökander et al. [32] propose an approach that integrates three distinct layers: supervising the auditee’s organizational procedures, incentive structures, and management systems; assessing the functionalities and impact of the products and services through which the model is deployed; and identifying the capabilities and limitations of the model itself. Due to the nature of the technology, the latter has received particular attention.
Model evaluations are empirical assessments of a model’s properties, and are considered crucial to identify dangerous capabilities and the propensity of models to apply their capabilities for harm [4]. Even though the list of potential dangers is extensive, organizations working on evaluations have tended to focus on specific critical capabilities, such as autonomous replication and adaptation in the case of ARC Evals [33].

Another relevant method to assess an AI system is red teaming, which is “a structured effort to find flaws and vulnerabilities in a plan, organization, or technical system, often performed by dedicated ‘red teams’ that seek to adopt an attacker’s mindset and methods” [29]. Some leading organizations have successfully carried out this type of exercise to test their models by adversarially probing it for harmful outputs and then updating the model to avoid such outputs [34][35].

Besides model evaluations and red teaming exercises, Koessler and Schuetz [36] suggest other potential techniques to be used for risk identification, such as scenario analyses, which use forward thinking to develop future scenarios, or the fishbone method, which uses backward reasoning from a risk to its sources. More exhaustively, Barrett et al. [37] provide an overview of interventions and translate some techniques and high-level principles into actionable guidance, which is essential to guarantee a comprehensive risk assessment.

During training, risk assessments could inform the need to adjust the training methods or carefully scale the model [4]. Similarly, risk assessment could condition how AI systems are deployed: the greater the risk, the greater the restrictions to be enforced, ranging from proceeding with certain caution to canceling deployment altogether [3].

Even after deployment is approved, AI providers would still have to implement guardrails for several purposes. One of them would be preventing misuse, which could be done through measures such as restricting usage or inhibiting misuse-relevant tasks [38]. Another objective would be preventing users from circumventing a model’s restrictions to modify or reproduce it. In that regard, Shevlane [39] proposes structured access as an emerging paradigm that constructs a controlled, arm’s length interaction between an AI system and its user.

Besides, a model’s risk profile may evolve post-deployment, as new dangerous capabilities could emerge through scaling [40] or if users find unanticipated ways to enhance it [41] and exploit it for harm [42]. In that sense, it is considered important to reassess the model regularly [3] and track post-deployment logs through audit trails [29]. Proposed solutions to this problem include mitigation measures such as continuous fine-tuning [43] and reinforcement learning from human feedback [44]. If these and other practices are deemed insufficient, it would be necessary to have the legal and technical ability to quickly roll back deployed models on short notice [3].

The list above is not exhaustive or undisputed, but it reflects some of the most approved policies. In a recent survey to leading experts from AI labs, academia, and civil society (n = 51), 98% of respondents favored the mentioned assessment policies (model audits and evaluations, red teaming, and pre-deployment risk assessments); 98% and 97% agreed on monitoring systems and conducting post-deployment evaluations, respectively; and 78% supported the pre-registration of large training runs [45].

3 The European Parliament’s proposal for the AIA
The main risk framework of the AIA is not based on the capabilities of AI systems but on their applications. As such, for instance, high-risk AI systems are those “falling under one or more of the critical areas and use cases referred to in Annex III [...] [that also] pose a significant risk of harm to the health, safety or fundamental rights of natural persons”. Nevertheless, the AIA has been reformulated to include categories that do not fit in that framework. The most important example of this has been the introduction of the term foundation model, which the European Parliament defines as an “AI model that is trained on broad data at scale, is designed for generality of output, and can be adapted to a wide range of distinctive tasks”.

In that regard, the most relevant fragment of the latest version of the AIA is Article 28b, which lays down obligations for providers of foundation models. Article 28b(2) lists seven requirements while Article 28b(4) adds an additional three for those models characterized as generative AI. This paper only focuses on the former.

In summary, Article 28b(2) covers the following requirements: (a) identifying, reducing, and mitigating reasonably foreseeable risks; (b) implementing appropriate data governance measures; (c) achieving appropriate levels of performance, predictability, interpretability, corrigibility, safety, and cybersecurity assessed through appropriate methods such as model evaluation; (d) reducing energy use, resource use, and waste; (e) drawing up technical documentation and instruction for use; (f) establishing a quality management system; and (g) registering the model in an EU database.

As displayed in Table 1, the obligations laid down in Article 28b are mostly analogous to some of those falling on high-risk systems. Nevertheless, the connection is not explicit and the formulation in Article 28b tends to be
more generic and briefer. That is to say, the requirements listed there are expressed in high-level principles and condensed in one sentence per duty.

Table 1: Parallelisms between Article 28b and provisions for high-risk AI systems.

<table>
<thead>
<tr>
<th>Article 28b(2)</th>
<th>Provisions for high-risk AI systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paragraph a)</td>
<td>Article 9 (Risk management system)</td>
</tr>
<tr>
<td>Paragraph b)</td>
<td>Article 10 (Data governance)</td>
</tr>
<tr>
<td>Paragraph c)</td>
<td>Article 9 (Risk management system), Article 13(1) (Interpretability), Article 14 (Human oversight), Article 15 (Accuracy, robustness, cybersecurity), Article 43 (Conformity assessment)</td>
</tr>
<tr>
<td>Paragraph d)</td>
<td>None</td>
</tr>
<tr>
<td>Paragraph e)</td>
<td>Article 11 (Technical documentation), Article 13(2) (Instructions)</td>
</tr>
<tr>
<td>Paragraph f)</td>
<td>Article 17 (Quality management system)</td>
</tr>
<tr>
<td>Paragraph g)</td>
<td>Article 60 (EU Database)</td>
</tr>
</tbody>
</table>

Other than that, Chapter 3 includes several provisions on post-market monitoring. Article 65(2) states that “where the national supervisory authority of a Member State has sufficient reasons to consider that an AI system presents a risk […], it shall carry out an evaluation of the AI system concerned in respect of its compliance with […] [the] Regulation”. If the test is not approved, the authority “shall without delay require the relevant operator to take all appropriate corrective actions to bring the AI system into compliance, to withdraw the AI system from the market, or to recall it within a reasonable period, commensurate with the nature of the risk”. According to Article 65(5), “where the operator of an AI system does not take adequate corrective action […], the national supervisory authority shall take all appropriate provisional measures to prohibit or restrict the AI system's being made available on its national market or put into service, to withdraw the AI system from that market or to recall it”. Additionally, as per the same article, “that authority shall immediately inform the Commission, the AI Office and the national supervisory authority of the other Member States without delay, of those measures”.

Finally, Title VI covers institutions for governance. The European Parliament proposes, in Article 56, the establishment of the European Artificial Intelligence Office (the ‘AI Office’), an independent body of the Union with legal personality. This AI Office contrasts with the European Artificial Intelligence Board (the ‘AI Board’) previously proposed by the Commission and the Council, which was conceived as a coordination mechanism mostly limited to advising Member States and the Commission.

The AI Office would be empowered by a widened set of tasks listed in Article 56b, which includes some relevant assignments for the governance of foundation models. In particular, the AI Office would be responsible to “provide particular oversight and monitoring and institutionalize regular dialogue with the providers of foundation models about the compliance of foundation models […] with Article 28b of [the] Regulation, and about industry best practices for self-governance” (Paragraph q). It would also have to “issue an annual report on the state of play in the development, proliferation, and use of foundation models alongside policy options to address risks and opportunities specific to foundation models” (Paragraph r).

4 Examining the AIA’s suitability to regulate frontier models

As seen in the previous section, the EP’s draft of the AIA covers some of the main policy needs diagnosed by recent literature. In this section, we discuss whether the provisions are appropriate and sufficient, based on a critical analysis of the terminology and policies proposed. In particular, the text identifies a need for more specific language and indicators in the definitions and highlights the importance of being more specific, unambiguous, and exhaustive with the obligations.
Initially, it is worth revisiting the scope of the AIA. As already mentioned, the latest version of the AIA mostly regulates unacceptable and high-risk AI systems, as categorized according to the original risk framework, and foundation models. The concept foundation model arguably includes all the recently released frontier models, but the EP’s definition does not explicitly mention neither ‘high capabilities’ as a relevant variable nor objective indicators of these capabilities. However, the draft provides some ground for the definition of objective indicators that could help constitute other categories, such as frontier models. One of the most notable instances is the inclusion of the term large training runs, which refers to “the production process of powerful AI models that require computing resources above a very high threshold”.

Some relevant actors within the EU ecosystem have supported the idea of reconsidering, once again, the terminology of the AIA. Zenner [46] has proposed a distinctive category systemic foundation models to refer to “a small number of highly capable as well as systematically relevant foundation models”, which would be operationalized through metrics such as the financial investment in the model, the amount of compute usage, or the scalability of deploying the model. Similarly, the Spanish presidency of the Council has proposed the introduction of a category of ‘high-impact foundation models’, defined as “any foundation model trained with large amount of data and with advanced complexity, capabilities and performance well above the average for foundation models, which can disseminate systemic risks along the value chain, regardless they are integrated or not in a high-risk system”. In this case, the definition would also be specified by thresholds to be defined by the Commission [47].

With regards to policies, the AIA performs disparately at integrating reporting mechanisms, assessment methods, and post-deployment control. First, the EP’s draft does not establish a clear reporting system, but it sets the ground for this system to exist. Providers of foundation models must register their models in a public database (Article 28b(2g)) and draw up extensive technical documentation (Article 28b(2e)) that includes, among others, a “description of the training resources used by the foundation model including computing power required, training time, and other relevant information related to the size and power of the model” (Annex VIII, Section C, Paragraph 7). For the reports to be effective, regulators would potentially need to ensure that the latter is not only available in the technical documentation but also easily accessible through the database.

Second, in the case of assessment measures, the AIA seems appropriate but not sufficient. Article 28b(2c) mentions “model evaluation with the involvement of independent experts” and “extensive testing during conceptualisation, design, and development”, while Article 28b(2e) refers to “the identification, the reduction and mitigation of reasonably foreseeable risks”. Notwithstanding, the Article appears to be non-specific and inconclusive. Model evaluation and testing, for example, are presented as examples of possible methods “to achieve [...] appropriate levels of performance, predictability, interpretability, corrigibility, safety and cybersecurity”, but they are not part of a mandatory conformity assessment as in the case of high-risk AI systems (Article 43). This lack of detail risks turning the obligations set in Article 28b into mere recommendations. Greater precision could be achieved by detailing the comprehensiveness of the referred practices and clarifying which ones should be compulsory.

In that regard, Recital 60h acknowledges that “given the nature of foundation models, expertise in conformity assessment is lacking and third-party auditing methods are still under development”, so “the sector itself is [...] developing new ways to assess foundation models that fulfill in part the objective of auditing”. Industry practitioners might indeed be the best suited to govern AI in the absence of dedicated multistakeholder institutions [48]. Nevertheless, leaving the definition of specific duties at the developers’ discretion might elicit laxer procedures by some of these developers, as competitive pressures could incentivize companies to underinvest in precautionary measures [49]. Alternatively, the AIA could enact high-level obligations to be operationalized by later standards and fed back by practical experience. That is the case for conformity assessments of high-risk systems, which are already an important step to establish a Europe-wide ecosystem for conducting AI auditing [50].

Third, post-deployment policies seem to be the least covered by the AIA. Article 28b does not mention any besides the obligation of drawing up “intelligible instructions for use in order to enable the downstream providers to comply with their obligations”. This contrasts with the obligations of deployers of high-risk AI systems, which include implementing human oversight (Article 29(1a)) or keeping the logs automatically generated by the AI system for ex-post audits of any reasonably foreseeable malfunction, incidents, or misuses (Article 29(5)).

By relying on compliance with the model’s instructions, the AIA misses two important particularities of foundation models. On the one hand, large-scale and rapid releases facilitate access to a wide group of users, increasing the potential for harmful use cases [51]. On the other hand, the model could be substantially modified by adversarial actors [52]. As for the former, the AIA lacks specific requirements for control, such as access policies or rate limiting. As for the latter, Article 28(2) might even disincentivize efforts to prevent alterations of
the model by exempting the original provider of an AI system from their legal responsibilities when someone along the AI value chain makes a substantial modification to that particular AI system.

With all, the current formulation might be insufficient to rapidly and correctly mitigate harms caused by AI. Through Article 65, the AIA places great responsibility on market surveillance authorities, but their work could be hindered if the provider that first put the AI model into service has not implemented adequate safeguards and monitoring mechanisms. To address this problem, Brakel and Uuk [53] have proposed know-your-customer checks to capture downstream deployers' intended uses and planned modifications to the systems, as well as to urge the original provider to take appropriate action to mitigate identified risks along the value chain. Failing prevention measures of this kind, reversing deployment, if necessary, could become especially hard. Table 2 presents a scrutiny of the AIA based on the discussed policies and the articles that relate to them.

<table>
<thead>
<tr>
<th>Policy</th>
<th>Articles</th>
<th>Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reporting mechanisms</td>
<td>Art. 28b(2e) Art. 28b(2g)</td>
<td>Explicit requirements are lacking but the basis for them exists</td>
</tr>
<tr>
<td>Assessment methods</td>
<td>Art. 28b(2a) Art. 28b(2c)</td>
<td>Requirements are appropriate but insufficient and undefined</td>
</tr>
<tr>
<td>Post-deployment control</td>
<td>Art. 28b(2e) Art. 65</td>
<td>Important requirements are lacking</td>
</tr>
</tbody>
</table>

Finally, the governance structure proposed in the AIA is arguably the most ambitious to date. It includes several layers, including notified bodies at the micro level, notifying and market surveillance authorities at the national level, and the AI Office at the European level. These institutions will have to surmount serious challenges, including coordination between them and the enforcement of the AIA overseas, where most frontier models are developed. Crucially, they will also have to engage in an ongoing revision of the text and its implementation. The following section covers this issue.

5 Toward a future-proof regulation

Building on the insights from the previous sections, the formulation of the AIA represents a crucial step in the EU's efforts to regulate frontier AI. However, it becomes evident that the journey towards crafting future-proof regulation is challenging due to the rapidly evolving nature of AI. In this section, we discuss whether the AIA is prepared to keep up with that pace through the inclusion of adjustable guidelines and definitions.

The process toward the AIA was officially kick-started with the publication of the White Paper On Artificial Intelligence in February 2020 [54], while the Commission presented the first proposal in April 2021 [22]. Since then, the regulation has been reconsidered to incorporate lessons from recent progress in AI. This has translated not only into a reformulation of the AIA’s provisions but also of its scope. The inclusion of foundation models is a clear example of this.

Such a constatation unveils an uncomfortable truth: as much as the 2020 proposal is deemed insufficient to address the challenges posed by frontier models, the final AIA is also likely to become outdated in the face of future advancements. This is not new in the elaboration of regulations, which face the challenge of adapting to increasingly rapid technological progress [55], but it becomes especially evident in the frenetic field of AI.

In this context, the AIA could give place to yet another example of flexible technology governance, i.e., a constantly-evolving set of adaptable mechanisms [56]. The European Union could benefit from treating all solutions as incomplete and corrigible, producing an ongoing readjustment of ends and means in a recursive process known as experimentalist governance [57]. The EU is already committed to stress-testing its own policies and making them more resilient to a wider range of low-probability, high-impact events [58].

In fact, the AIA itself is already subject to significant change. First, the interpretation of the definitions, thus the scope of the Regulation might evolve in time. This is exemplified by Article 56b(r), which sets that the AI Office shall “issue and periodically update guidelines on the thresholds that qualify training a foundation model as a large training run”.

As for the legal provisions, the text sets forth that the Commission shall “develop, in consultation with the AI Office, guidelines on the practical implementation of [the] Regulation”, and “update already adopted guidelines
when deemed necessary” (Article 82b). By virtue of the delegated acts conferred in Article 73, the Commission would also be empowered to update Annex III on high-risk areas and use-cases (Article 7(1)), Annex IV on the technical documentation (Article 11(3)), Annex V on the EU declaration of conformity (Article 48(5)), and Annex VI and VII on conformity assessments (Article 43(5)). Besides, Article 84 stipulates that the Commission “shall, if necessary, submit appropriate proposals to amend [the] Regulation [...] in the light of the state of progress in the information society”.

Finally, the establishment of regulatory sandboxes could be an important example of regulatory learning. Following Article 53(5b), “establishing authorities shall submit [...] annual reports [...] [that] provide information on the progress and results of the implementation of those sandboxes, [...] and, where relevant, on the application and possible revision of [the] Regulation”.

With all, EU lawmakers seem to be aware of the need to elaborate an adjustable legislation. Notwithstanding, the ability of the AIA to adapt to future technological progress will strongly depend on the performance of European institutions. As concluded by Ibáñez [59] after the analysis of the EU Regulatory Framework for electronic communications, “the success of future-proof regulation does not depend—at least, not primarily—on the ex-ante design of a regime, but on the ability of authorities and legislatures to credibly commit, over time, to the same design”. As such, “any realistic attempt to design a lasting future-proof regime will have to incorporate mechanisms that make it costly for stakeholders [...] to depart from the approach enshrined in it”. If that is the case, the AIA will only be the first step in a long path that will require the timely contribution of the wide range of actors that form the European Union. Further research is then needed to explore how this adaptability could be possible in practice.

6 Conclusion

The AIA represents a pioneering effort in the regulation of frontier models. The law aligns with many of the policy needs identified in recent academic literature, including the establishment of a risk management system or the execution of assessment methods. However, the AIA’s effectiveness in addressing the risks associated with frontier models is contingent on the operationalization of its high-level principles and the further standardization of the procedures that it introduces.

Besides, the obligations for providers of foundation models could appear insufficient. First, the AIA does not require the explicit notification of large training runs, even if it does establish the basis for a mechanism like this to exist through the technical documentation and the public database of AI systems. Second, the AIA proposes appropriate practices to assess the models, including evaluations, testing, and an exhaustive identification of risks. Nevertheless, these are not presented clearly as requirements, in contrast with the mandatory conformity assessments that high-risk systems must go through. Third, the AIA presents virtually no obligation to ensure post-deployment control of foundational models. On the contrary, the mitigation of potential damage depends on the performance of market surveillance authorities, whose work can be frustrated if the provider has not previously established the necessary safeguards. Considering those three findings, the AIA would benefit from greater concreteness in the formulation of some obligations and potentially from the inclusion of additional provisions.

Lastly, the AIA marks a substantial advancement in the governance of AI. However, as the technological landscape continues to transform and progress, the regulatory framework will have to adapt accordingly, addressing its own limitations and incorporating novel needs as they emerge. The AIA’s success will ultimately depend on the ability of regulators, AI developers, and society at large to engage in a continuous dialogue about the ethical, legal, and societal implications of AI.
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